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On Terms
RESPONSE COST:

A CASE FOR SPECIFICITY'
Stephen C. Luce, Walter P. Christian,
Lee E. Lipsker and R. Vance Hall

The May Institute for Autistic Children, Inc.
The University of Kansas

Weiner (1962) first used the term
"response cost" (RC) to describe a con-
tingency in which a subject's response
resulted in the backward step of an
automated point counter. In a series of
experiments, Weiner (1963, 1964, 1965a,
1965b, 1969) demonstrated the effec-
tiveness of this procedure in decreasing
the rate of the response upon which it was
contingent. Azrin and Holz (1966) also
used the term RC to refer to the "subtrac-
tion of points as a consequence" (p. 392).
Similarly, Phillips, Phillips, Fixsen, and
Wolf (1971) described their contingent
point loss procedures with delinquent
youth as being comparable to the RC pro-
cedures used by Weiner (1969).
However, a review of the literature in

applied behavior analysis suggests that the
terminological consistency of the early
RC studies has not been maintained in
more recent research. For example, Sulzer
and Mayer (1972) defined RC as "the
contingent withdrawal of specified
amounts of reinforcers" (p. 161), a
definition which remained essentially un-
changed in Sulzer-Azaroff and Mayer
(1977). Kazdin (1972) apparently ex-
panded the Sulzer-Azaroff and Mayer
definition to include "physical cost or ef-
fort" (p. 533), and later Kazdin (1975)
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Chatham, MA 02633. The authors would like to
thank Beth Sulzer-Azaroff, Israel Goldiamond, and
Joseph Delquadri for their helpful comments, and
Patricia Leidholt and Susan Thibadeau for their
assistance in the preparation of this manuscript.

discussed overcorrection and contingent
point loss under the general heading of
RC. Hall (1975) further expanded the
Kazdin (1972, 1975) definitions to include
"procedures . . . that require changes in
behavior" as well as "behavioral re-
quirements (that) are increased or changed
in order to obtain reinforcers" (p. 38).

It seems, therefore, that while there is
general agreement among behavior
analysts concerning the potential response
decreasing effect of the various RC con-
tingencies, that there is considerable
disagreement concerning the specific
operations involved in their application.
Given the frequent use of the term RC in
textbooks and in the research literature,
and the importance of specificity in ap-
plied behavior analysis (Baer, Wolf, &
Risley, 1968; Skinner, 1938), there is both
need and precedent (Michael, 1975) for
improving terminology when it is found
to be imprecise.
To determine the degree to which prom-

inent behavior analysts are consistent in
their understanding and use of the term
RC, a study was conducted.

SURVEY OF USE OF
"RESPONSE COST"

A sample of 68 individuals identified as
editors, associate editors, and members of

2Although the survey letter sent out stated "all
persons who have served on the editorial board of
the Journal of Applied Behavior Analysis, Volumes
1-11," it was in fact sent only to a randomly selected
sample. In the opinion of the authors, this inadver-
tent discrepancy neither biased those being surveyed
not influenced the interpretation of the results.
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Dear Colleague:

A recent review of applied behavior analysis literature indicates a lack of
consistency aniong behavior analysts concerning the definition of RESPONSE COST.
In an attenipt to standardize the use of the term RESPONSE COST, we are surveying
the opinions of our colleagues on the definitions they prefer. We would appreci-
ate your opinion.

Our survey sample consists, at this timne, of all persons who have served on
the editorial board of the Journal of Applied Behavior Analysis, Volumes 1-11.

We have listed brief descriptions of what appear to be the two most prevalent
definitions. Please indicate which of the following definitions most closely ap-
proximates your own working definition. Space has been provided for more detailed
and/or personal definitions. An addressed, stamilped envelope is provided for your
reply.

1. RESPONSE COST is the responso-- contingent renioval of a specified aniount
of reinforcement. Specific procedures included under this definition
are: contingent point loss, contingent token loss, and fines.

2. RESPONSE COST includes the response--contingent removal of a specified
amount of a reinforcer and procedures which require a person to engage
in a specified activity contingent upon the emittance of an undesired
response. Specific procedures included under this definition are:
continient point loss, contingent token loss, fines, overcorrection,
positive practice, contingent exercise, and contingent observation.

3.

We sincerely thank you for your participation.

Lee E. Lipsker
Stephen C. Luce
Walter P. Christian

Fig. 1. The one-page letter and questionnaire sent to 68 randomly selected in-
dividuals identified as editors, associate editors, and members of the Board of Editors of
the Journal ofApplied Behavior Analysis.

the Board of Editors of the Journal of
Applied Behavior Analysis was randomly
selected from a list of 137 persons serving
in those positions between 1968 and 1978
(Volumes 1-1 1).2 The one-page letter and
questionnaire presented in Figure 1 was
sent to these individuals with a self-
addressed, stamped envelope.

Two observers independently rated the
comments of each survey by assigning
each response to one of three categories:
(1) Definition 1 (most similar to Sulzer-
Azaroff & Mayer, 1977); (2) Definition 2
(most similar to Kazdin, 1972, 1975; and
Hall, 1975); or (3) those responses that
were not clearly identified as either
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Fig. 2. The percentage of returned surveys with definitions falling into each of the three
categories.

Definition 1 or 2. Except for a number
assigned to each questionnaire as it was
received from the sample surveyed, no
other marks were made on the question-
naire prior to or during an observer's
rating.

Point-by-point interobserver agreement
was determined by dividing the number of
surveys where the two observers agreed in
their category rating by the total number
of surveys. Interobserver agreement was
found to be 97.4%.

Thirty-nine, or 57.40o, of the in-
dividuals sampled returned completed
surveys. Figure 2 presents the percentage
of the surveys indicating each of the two
definitions.

In 15 cases, individuals used the space
provided on the questionnaire for alter-

nate definitions or elaborations of Defini-
tions 1 or 2. Of these cases, most added
information in the comments section em-
phasizing the suppressive effect of the
procedure on the target behavior. A
phrase such as "leading to a decrease in
the probability of that response" was a
frequent comment.

Definition 1, which most closely
resembled that of Sulzer-Azaroff and
Mayer (1977), was the choice of 67%o of
those responding to the survey; 25%
favored the broader second definition
which most closely resembled that of Kaz-
din (1972) and Hall (1975). In addition,
there were three cases (8WVo) in which
definitions were listed in the comments
section of the questionnaire which were
rated by observers as not identifiable as
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either Definition 1 or 2.

DISCUSSION
The results of this study suggest that

there is disagreement among even the
most distinguished applied behavior
analysts concerning the use of the term
RC. In most cases, the definitions pre-
ferred by the participants were similar to
one of two prominent definitions for RC
and observers apparently had no difficul-
ty categorizing their responses. However,
as the results suggest, occasionally a par-
ticipant was unclear as to the proper
categorization of his/her response.
Thus it might be argued that given the

wide variety of operations that have been
labeled RC, and the absence of any opera-
tional similarity across these procedures
(e.g., withdrawal of a reinforcer versus
physical effort), the utility of RC as a
descriptive term is questionable.

Investigators and students in applied
behavior analysis therefore might prefer
to specify the actual operations involved
in the "RC" contingency. The following
are examples of operationally specific
terms that could be used to define what
appear to be distinctly different opera-
tions: (1) Contingent reinforcement loss;
(2) contingent effort; and (3) response re-
quirement. Most of the procedural varia-
tions which have appeared in the
literature could be categorized as being
forms of these operations.

Contingent reinforcement loss refers to
a group of procedures that reduces the
probability of a response by removing a
portion of reinforcement contingent upon
a response. It has, in some cases, been the
only procedure considered under the
heading of response cost (Azrin & Holz,
1966; Sulzer-Azaroff & Mayer, 1977).
The most extensively researched form of
contingent reinforcement loss involves the
removal of an amount of secondary rein-
forcement such as points or tokens (e.g.,
Phillips, 1968). In most cases the points or
tokens removed were backed by other
reinforcers, but there were exceptions,

(e.g., Hall, Axelrod, Foundopoulos,
Shellman, Campbell, & Cranston, 1971).

Contingent effort describes a group of
procedures that requires some "physical
cost or effort" (Kazdin, 1972) contingent
upon inappropriate behavior with a
resulting decrease in that behavior. The
most prevalent example of contingent ef-
fort in the literature is referred to as
"overcorrection" (Foxx & Azrin, 1973).
Following an inappropriate response, a
person is required to restore the environ-
ment to a state which exceeds its condition
before the disruptive act ("overcorrec-
tion") and/or to engage in repeated prac-
tice of an appropriate alternate response
("positive practice"). Other examples of
contingent effort include forms of
negative practice (Azrin & Nunn, 1973;
Dunlap, 1932), contingent exercise (Luce,
Delquadri, & Hall, 1980), and other
forms of effort that are not
topographically related to the response
being reduced (c.f. Epstein, Doke, Sa-
jwaj, Sorrell, & Rimmer, 1974; Porter-
field, Herbert-Jackson, & Risley, 1976;
Sailor, Guess, Rutherford, & Baer, 1968).
Response requirement, the third group

of procedures, has been included by some
under the heading of RC (e.g., Hall, 1975;
Wallen, Hauserman, & Levin, 1977). As
described by Jacobson, Bushell, and
Risley (1969), response requirement
decreases behavior by increasing the
amount of effort required for reinforce-
ment. Jacobson et al. (1969) reduced the
number of activity switches exhibited by
preschoolers by requiring the children to
perform a task before switching activities.
Another example of this procedure can be
seen in contingencies such as paper towel
dispensers which require the user to
repeatedly turn little cranks or push but-
tons while extracting minute pieces of
paper. Examples from the animal
research literature include increasing the
friction of the manipulandum to decrease
response rates (Azrin, 1958; Skinner &
Morse, 1958) and increasing the number
of responses required to switch schedules
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to decrease switching on a concurrent
schedule (Findley, 1958). Careful study of
response requirement is needed to deter-
mine the extent of its applicability in ap-
plied settings.
The use of operationally specific terms,

such as those described above, may have
more than one advantage for behavior
analysts. First, as previously discussed,
such operational specificity would lead to
more precise communication among in-
vestigators and less confusion concerning
the use of the term RC. Secondly,
specification of the exact operation might
result in increased applied research on
these procedures. For example, forms of
contingent effort topographically
dissimilar to a target behavior could be
operationally specified. Similarly, more
research is needed on contingent rein-
forcement loss when reinforcers other
than points or tokens are used.

These three terms, contingent rein-
forcement loss, contingent effort, and
response requirement describe procedures
that have been proven effective in
decreasing behavior. In addition, they
represent mild alternatives to procedures
such as time-out and painful con-
sequences which, although effective and
well researched, are often deemed unac-
ceptable in many settings. It is hoped that
the move toward operational specificity
proposed here will better enable
behaviorists to develop procedures that
effect behavior change while remaining
consistent with the current trend toward
the use of socially acceptable procedures
involving minimum restrictiveness.
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